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ABSTRACT

Surveying the literature, the frequency distribution of single-locus heterozygosity among protein loci was examined in 95 vertebrate and 34 invertebrate species with the aim of testing the validity of the mutation-drift hypothesis. This distribution did not differ significantly from that expected under the mutation-drift hypothesis for any of the species examined when tested by the Kolmogorov-Smirnov goodness-of-fit statistic. The agreement between the observed interlocus variance of heterozygosity and its theoretical expectation was also satisfactory. There was an indication that variation in the mutation rate among loci inflates the interlocus variance of heterozygosity. The variance of heterozygosity for a homologous locus among different species was also studied. This variance generally agreed with the theoretical value very well, though in some groups of Drosophila species there was a significant discrepancy. The observed relationship between average heterozygosity and the proportion of polymorphic loci was in good agreement with the theoretical relationship. It was concluded that, with respect to the pattern of distribution of heterozygosity, the majority of data on protein polymorphisms are consistent with the mutation-drift hypothesis. After examining alternative possible explanations involving selection, it was concluded that the present data cannot be explained adequately without considering a large effect of random genetic drift, whether there is selection or not.

It is now well recognized that most natural populations contain a large amount of genetic variation at the protein level (see Lewontin 1974; Nei 1975; and Selander 1976 for reviews). Kimura (1968) and Kimura and Ohta (1971) (see also Robertson 1967 and Crow 1968) proposed that the majority of this variation is selectively neutral or nearly neutral. The simplicity of the assumptions of this hypothesis, often called the neutral mutation hypothesis or the mutation-drift hypothesis, results in a theory which is very powerful in predicting the evolutionary changes of populations. The hypothesis is concerned with the behavior of a "majority" of the genes that are incorporated into the population during evolution and does not deny the existence of deleterious genes or of a small proportion of advantageous or overdominant genes. In fact, Kimura and Ohta (1973) maintain the view that the majority of fresh mutations are dele-
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terious but, because of their deleterious effects, they are quickly eliminated from the population and contribute little to the genetic variability of a population. Because of this nature of the hypothesis, it is obvious that proper tests of its validity must be statistical. The demonstration of deterministic selection at a few loci cannot constitute proof against the hypothesis. (See Nei (1975) for the detailed properties of the mutation-drift hypothesis. We note that in many writings this hypothesis has been misinterpreted.)

Statistical testing of the mutation-drift hypothesis was initiated by Kimura and Ohta (1971), who studied the relationship between average heterozygosity and the proportion of polymorphic loci. Subsequently, the relationship between the gene frequency and heterozygosity (Yamazaki and Maruyama 1972; Crow 1972; Latter 1975), the ratio of the actual to the effective numbers of alleles per locus (Johnson 1972; Kirby and Halliday 1973; Yamazaki and Maruyama 1973), the relationship between the mean and variance of heterozygosity (Nei 1975), and the allele frequency distributions within populations (Ohta 1975) have been studied to see whether the data agree with predictions from the mutation-drift hypothesis. Many of these studies have been based on a relatively small amount of data derived from a few species, or when data from many species were used, little attention has been given to the effect of heterogeneous data. Since the number of publications of gene frequency data has increased tremendously in the past few years, it is now possible to conduct a more detailed statistical analysis.

One might criticize this statistical approach on the grounds that agreement between data and theory is not itself proof of the mutation-drift hypothesis, since the same data might also be explained by some combination of various selective genes. This criticism is valid, though certain types of selective hypotheses can easily be ruled out. However, the testing of many different predictions of the mutation-drift hypothesis will increase the probability of rejecting the hypothesis, if it is truly incorrect. Of course, even with a detailed series of tests there is a certain probability that the mutation-drift hypothesis will not be rejected. Obviously, this approach is the same as the classical statistical testing of a null hypothesis. As long as the null hypothesis of neutral mutations is not rejected, we can use it as a provisional theory. Clearly, a small degree of deviation of the data from the predictions of the theory of purely neutral mutations is not damaging to the hypothesis, since it is concerned with the majority of genes, as mentioned earlier. This indicates that the tests of the mutation-drift hypothesis by using the theory of purely neutral mutations are somewhat severe.

With this philosophy in mind, we have conducted an extensive series of statistical analyses of gene frequency data to test the null hypothesis of neutral mutations. The results obtained will be reported in this series of papers. In this first paper we shall examine several intrapopulational properties of heterozygosity, i.e., the relationship between the mean and variance of heterozygosity, the distribution of heterozygosity, and the relationship between average heterozygosity and proportion of polymorphic loci. A preliminary result of this study
was reported previously (Nei, Fuerst, and Chakraborty 1976b). Here the results of a more refined and extensive data analysis will be presented. We shall also present some theoretical background required for the data analysis. We note that heterozygosity is the most appropriate measure of genetic variability of a population (Nei 1975) and this quantity is affected only slightly by the existence of deleterious alleles, which are irrelevant to evolution. Therefore, it is important to know the properties of this quantity.

MATERIALS AND METHODS

The data used in this study were collected from the literature using two criteria. First, we have limited ourselves to populations which have been surveyed for at least twenty electrophoretically detectable loci. Second, we have considered only populations in which at least thirty genomes were examined at each locus. (When the variance of heterozygosity was computed from the variation among different species for a given locus, these criteria were not used, as will be mentioned later.) These criteria are based on Nei and Roychoudhury’s (1974a) study of the sampling variance of heterozygosity. They showed that it is important to study many loci in estimating the mean and variance of heterozygosity, whereas the number of individuals is relatively unimportant. Our previous analysis (Nei, Fuerst, and Chakraborty 1976b) used slightly less stringent criteria (15 loci). We believe that the minimum number of 20 loci will provide more accurate results. Since many experimental reports have appeared since our previous study, the number of species which satisfy the revised criteria remains large. We have used data from 129 species and 6 differentiated subspecies in animals. (They are listed in Tables 2 and 3.)

Throughout this paper, the heterozygosity at a locus has been computed by the formula

$$h = 1 - \Sigma x_i^2,$$

where \( x_i \) is the frequency of the \( i \)th allele at the locus. Namely, in this paper the word heterozygosity is used in the sense of gene diversity as defined by Nei (1975, p. 129).

The average heterozygosity of a population was estimated by the average value \( \bar{H} \) of \( h \) over all loci examined. The variance of heterozygosity was computed from the variation of heterozygosity among loci in a population as well as from the variation among species for homologous loci. The estimate \( \bar{V}(h) \) of this variance was obtained by subtracting the intralocus sampling variance from the total interlocus variance of heterozygosity according to the procedure by Nei and Roychoudhury (1974a). When a species was represented by more than one population, average values of the statistics were used. In such cases, however, only populations satisfying our minimum criteria were included.

DATA ANALYSIS

Mean and variance of heterozygosity within species

Theoretical background: Using the infinite allele model of neutral mutation, Kimura and Crow (1964) showed that the expected heterozygosity in an equilibrium population is given by

$$H = M/(1 + M),$$

where \( M = 4N_e v \), in which \( N_e \) is the effective population size, and \( v \) is the mutation rate per locus per generation. Watterson (1974), Stewart (1976), and Li and Nei (1975) have shown that the variance of single locus heterozygosity is given by

$$V(h) = \frac{2M}{(M + 1)^2(M + 2)(M + 3)},$$

(2)
Formulae (1) and (2) enable us to test the mutation-drift hypothesis without knowing the values of $N_e$ and $v$ separately. Namely, if we estimate $M$ from the average heterozygosity over many loci, we can compute the theoretical variance by using (2). This theoretical variance may be compared with the observed variance. The relationship between (1) and (2) is given by the solid lines in Figures 1 and 2.

One might question the applicability of the above formulae, since all data used in this study were obtained by electrophoresis. Ohta and Kimura's (1973) stepwise mutation model is presumably more appropriate for such electrophoretic data. With this model, the expected heterozygosity is given by $H = 1 - 1/\sqrt{1 + 8N_v v}$. Moran (1975) recently obtained a formula for the variance of heterozygosity for this model. It is given in an integral form but can be evaluated by numerical integration. The relationship between $H$ and $V(h)$ for the stepwise mutation model is also given in Figures 1 and 2 (broken lines). In practice, the change in electrophoretic mobility may not be strictly stepwise (Johnson 1974). In this case the relationship between $H$ and $V(h)$ is expected to lie between the two models.

Another factor that would affect the relationship between $H$ and $V(h)$ is variation in the mutation rate among loci, since $V(h)$ is estimated from the
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**Figure 1.**—Relationships between average heterozygosity ($\hat{H}$) and the interlocus variances of heterozygosity [$\hat{V}(h)$] for vertebrate species. Ninety-five species and one differentiated sub-species were used. ———: theoretical relationship for the infinite allele model. ———: theoretical relationship for the stepwise mutation model. ———: theoretical relationship for the infinite allele model with varying mutation rate (coefficient of variation of mutation rate = 1.0). ·····: 95% significance intervals of the variance obtained by the method described in the text. ■ mammals; ● reptiles; ▲ fishes; × amphibians.
interlocus variance of heterozygosity in a population. Studying the rate of amino acid substitution in 19 proteins during evolution and the molecular weights of 119 proteins in mammals, Nei, Chakraborty and Fu (1976a) suggested that the mutation rate per locus is distributed roughly as a gamma distribution with the coefficient of variation of about 1. If we accept this suggestion, the relationship between $H$ and $V(h)$ can be computed by using their formulae for the infinite allele model with varying mutation rate. The results obtained are presented for comparison in Figures 1 and 2 (chain-block lines). Clearly, the variance of heterozygosity for a given value of $H$ is larger in this model than in the infinite allele model with constant mutation rate. We have not computed the relationship between $H$ and $V(h)$ for the stepwise mutation model with varying mutation rate, but it is expected to lie between the broken and chain-block lines in Figures 1 and 2. In practice, we do not know the actual magnitude of variation in mutation rate, but would expect that if the mutation-drift hypoth-
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**Figure 2.**—Relationships between average heterozygosity ($\bar{H}$) and the interlocus variances of heterozygosity [$\bar{V}(h)$] for invertebrate species. Thirty-four species and five differentiated subspecies were used. ——: theoretical relationship for the infinite allele model. ——: theoretical relationship for the stepwise mutation model. ——: theoretical relationship for the infinite allele model with varying mutation rate (coefficient of variation of mutation rate $= 1.0$). ····: 95% significance intervals of the variance obtained by the method described in the text. ▲ Drosophila; ■ non-Drosophila insects; ○ non-insect invertebrates.
esis is correct, the observed variance will be scattered around these three curves. As long as the average heterozygosity in a population remains low, as is usually the case with most outbreeding species, the differences among the three theoretical curves are relatively small.

It should be mentioned that the relationships between \( H \) and \( V(h) \) for all of the three models mentioned above depend on the assumption that the population is in equilibrium with respect to the effects of mutation and random genetic drift. In practice, the population size of a species would vary considerably in the evolutionary process, and thus the values of \( H \) and \( V(h) \) would not stay constant. However, Li and Nei’s (1975) study indicates that with a change of population size, \( H \) and \( V(h) \) generally change in such a way that the ratio of \( V(h) \) to \( H \) immediately after the change of population size is not altered drastically compared with that of an equilibrium population having the same value of \( H \). This suggests that our formulae are roughly applicable even in nonequilibrium populations.

As mentioned earlier, we have used only data with a minimum number of 20 loci. However, even with this number, estimates of the variance of heterozygosity are expected to have a large standard error. In order to test the significance of departures of the estimates of variance \([\bar{V}(h)]\) from the expected values, we determined approximate significance limits of \( \bar{V}(h) \) for the infinite allele model with constant mutation rate by means of computer simulation. F. M. Stewart (Appendix) has developed a method to obtain a random set of allele frequencies for a locus with the infinite allele model. If we use this method, the heterozygosity for a random locus can easily be determined with the aid of a computer. “Populations” consisting of samples of \( 2n = 100 \) genes at twenty loci were generated for each of seven values of expected heterozygosity (0.01, 0.05, 0.1, 0.15, 0.2, 0.25, and 0.3) by using this method. The observed mean and variance of heterozygosity were calculated for each of these sample populations. Populations were then classified according to their observed mean heterozygosity, and the distribution of \( V(h) \) was constructed for each class of average heterozygosity spanning an interval of 0.01 from 0.00 to 0.3. From this distribution, 95 and 99% significance limits—the limits outside which \( \bar{V}(h) \) is significantly different from the theoretical value—were empirically determined. Seven-hundred fifty replicate populations were generated for each of the seven expected heterozygosities used. The 95% empirical significance limits thus obtained are given in Figures 1 and 2. It is clear that the significance interval for \( \bar{V}(h) \) increases roughly linearly as \( V(h) \) increases. Note that our significance limits are approximate since they depend on the expected heterozygosities used. However, slight changes of the expected heterozygosities in the region of 0.01 ~ 0.3 do not appear to alter the significance limits drastically, as long as they are widely distributed. It has been noted that our empirical significance limits for \( \bar{H} = 0.03 \sim 0.3 \) are actually very close to those obtained under the assumption of the normal distribution of \( V(h) \) for a given value of \( \bar{H} \). Evidently, the central limit theorem in statistics applies to this case.

We have not studied the significance limits for the stepwise mutation model.
However, since the theoretical relationship between \( H \) and \( \hat{V}(h) \) for this model is similar to that for the infinite allele model, we believe that the magnitudes of significance limits are more or less the same for the two models, as long as there is no variation in mutation rate. When mutation rate varies among loci with the coefficient of variation of one, the variance of heterozygosity is larger than that for the case of constant mutation rate. In the varying mutation model the significance interval for \( \hat{V}(h) \) is also expected to be larger than that for the latter case and probably roughly proportional to the value of \( \hat{V}(h) \). We have not attempted to determine the significance interval for the varying mutation model, since it requires excessive computer time and our test is approximate anyway.

**Results:** Data from vertebrates and invertebrates were analyzed separately, since they often differ in average heterozygosity (Selander and Kaufman 1973; Powell 1975). Our vertebrate data came from 28 mammalian species and one subspecies (mean of average heterozygosities \( \bar{H} = 0.052 \); range 0.009 \(-\) 0.152), 33 reptile species (0.048; 0.004 \(-\) 0.129), 31 fish species (0.044; 0.0005 \(-\) 0.089) and 3 amphibians (0.074; 0.032 \(-\) 0.147). (There were five vertebrate and three invertebrate species in which no polymorphism was observed, but they were not included in this study.) The observed relationships between the mean and variance of heterozygosity for vertebrates are shown in Figure 1, together with the theoretical curves for the three models discussed earlier. (For those species in which the distribution of heterozygosity was tested, the values of \( H \) and \( \hat{V}(h) \) are presented in Tables 2 and 3.) The agreement between the theoretical and observed variances is excellent for most of the species presented in Figure 1. In no mammalian species was \( \hat{V}(h) \) significantly different from the expected value. Two fish (Trematomus bernacchii and Gibbonsia metzi; Somero and Soulé 1974) and two reptiles (Anolis marmoratus and A. sabanus; Gorman and Kim 1976) had variances which were significantly smaller than the expected variances under the infinite allele model with constant mutation rate. The variances in A. marmoratus and T. bernacchii were lower than the 99% significance limits. Despite these few deviant observations, the great majority of data from vertebrates are in excellent agreement with the predictions of the mutation-drift hypothesis. Such a general agreement is especially meaningful in view of the diverse types of organisms used.

Anthony Brown has asked whether or not the significance interval of \( \hat{V}(h) \) for a given value of \( H \) is small compared with the maximum possible range of \( \hat{V}(h) \). Evidently, the smallest possible value of \( \hat{V}(h) \) is 0 for any \( H \), while the maximum possible value for a given value of \( H \) is given by \( \bar{H}(1 - \bar{H}) \). The latter value is 0.048 for \( \bar{H} = 0.05 \), 0.09 for \( \bar{H} = 0.1 \), and 0.16 for \( \bar{H} = 0.2 \). Therefore, the maximum possible ranges of \( \hat{V}(h) \) are far greater than the significance intervals given in Figures 1 and 2.

For the invertebrates, 34 species and 5 differentiated subspecies were used. Of these, 23 species and the 5 subspecies belonged to the genus Drosophila (overall average of \( \bar{H} = 0.150 \); range 0.023 \(-\) 0.216). The remaining invertebrates came from a heterogeneous taxonomic group of eleven species with average heterozygosities ranging from 0.022 \(-\) 0.294. Figure 2 shows the relationship
between the mean and variance of heterozygosity for all invertebrate species. It is clear that, as with vertebrates, the data generally agree with the expectations from the mutation-drift hypothesis. In five species the observed variances deviate significantly from the expected values of the infinite allele model with constant mutation rate. Two species of Hawaiian Drosophila (D. adiostola and D. nigra; Ayala 1975) have variances below the 99% significance limits, while two other Hawaiian species (D. mimica and D. engyochracea; Steiner unpublished) and a Western Pacific Drosophila species (D. melankotiana pallens; Yang, Wheeler and Bock 1972) deviate in the positive direction. None of the variances of non-Drosophila species showed a significant deviation.

Nei, Fuerst and Chakraborty (1976b) noted that as the average heterozygosity increases the variance of heterozygosity tends to become larger than the theoretical expectations of either the infinite allele model or the stepwise mutation model when no interlocus variation in mutation rate is assumed. They took this as evidence for the existence of interlocus variation of mutation rate. In fact, their observed variances agreed with the theoretical expectations obtained under the assumption that mutation rate varies among loci according to the gamma distribution with the coefficient of variation of one. Figures 1 and 2 show that the same tendency also exists in the data analyzed here. In vertebrates this tendency is less clear than in invertebrates, since the majority of average heterozygosity estimates lie in the range where the expected differences among the models are very small. If mutation rate in fact varies with the coefficient of variation of one, the significance limits of $\hat{V}(h)$ should be considered around the chain-block line. In invertebrates this would probably make the deviations of the three points above the upper dotted line statistically insignificant, while two more points would become significantly smaller than 95% lower limits. Note that the significance interval of $\hat{V}(h)$ for a given value of $H$ is expected to be larger in this case than in the case of constant mutation rate.

Nei, Fuerst and Chakraborty (1976b) also noticed that the variance of heterozygosity tends to be smaller than the expected when the average heterozygosity is close to 0. The same tendency is observed in Figures 1 and 2. It is clear from our empirical significance limits that this is caused by sampling error. In fact, the averages of $\hat{V}(h)$ in our computer simulation for $H = 0 \sim 0.01$, $0.01 \sim 0.02$, $0.02 \sim 0.03$, and $0.03 \sim 0.04$ were 0.0004, 0.0034, 0.0077, and 0.0101 compared with the theoretical expectations of 0.0017, 0.0049, 0.0079, and 0.0109, respectively. For $H > 0.04$, however, the sample mean of $\hat{V}(h)$ agreed well with the theoretical value. Sample means of $\hat{V}(h)$ smaller than the theoretical value are explained by the fact that the distribution of heterozygosity is extremely skewed when $H$ is small (Table 1). If a relatively small number of loci (20 in our simulation) are sampled from this distribution, highly heterozygous loci are often unrepresented in the sample. Therefore, the sample variance is expected to be smaller than the theoretical value.

It should be mentioned that the proteins examined for genetic polymorphism varied considerably from survey to survey. At least 58 different proteins were examined in one or more of the studies included here. Certain proteins such as
esterases, malate dehydrogenase, phosphoglucomutase, and isocitrate dehydrogenase were examined in over 80% of the surveys. Other proteins such as aldehyde oxidase and hydroxybutyrate dehydrogenase were studied only in invertebrates, while hemoglobin, transferrin, albumin, haptoglobin, and others were studied exclusively in vertebrates. These differences in the proteins studied may have introduced some heterogeneity into the observed relationship between the mean and variance of heterozygosity among different organisms. For instance, it was found that the observed variances in the Drosophila willistoni group studied by Ayala and his associates tend to be smaller than the expected value, while the data reported by Prakash and others for several North American Drosophila species tend to show a variance larger than the expected. Possibly contributing to this difference is the fact that the studies by Ayala's group include about 16% esterase loci and no nonenzymatic proteins, while Prakash's investigations include only 6% esterases and 38% nonenzymatic proteins. Nevertheless, the overall agreement between data and theory is very good, so that the effect of differences in proteins used seems to be generally small.

**Distribution of single-locus heterozygosity within species**

**Theoretical distribution:** In an equilibrium population, heterozygosity is expected to vary widely among loci owing to random genetic drift, even if the mutation rate is the same for all loci. It is therefore of interest to determine whether the actual distribution agrees with the theoretical distribution of the mutation-drift hypothesis. Theoretically, such a test is more powerful than a test of the variance alone, if a sufficient number of loci are available. Some earlier studies (e.g., Nei and Roychoudhury 1974b; Nei, Fuerst and Chakraborty 1976b) have indicated that the agreement between the theoretical and observed distributions is qualitatively satisfactory in a number of species. In this paper we intend to test the agreement quantitatively.

Since no analytical formula for the theoretical distribution is available, we obtained it by using Stewart's method (Appendix). For each of the same seven $H$ values used for deriving the confidence limits of $V(h)$, heterozygosities for 50,000 random loci were determined with sample size of 100 genes. Using these sample heterozygosities the theoretical distributions were obtained empirically. They are given in Table 1. For very low average heterozygosities, the frequency distribution is strongly skewed towards zero. Thus, when $H = 0.01$, over 96% of the loci show heterozygosities less than 0.05. The frequency of loci in this class declines as the average heterozygosity increases but still accounts for 20% of the total frequency when $H$ reaches 0.3, the upper bound of $H$ so far observed in natural populations of outbreeding species. For all values of $H$ between 0.01 < 0.3 a second smaller peak exists in the heterozygosity class 0.45 < 0.50. Existence of this peak has been predicted by Stewart (1976) in his study of the theoretical distribution of heterozygosity for the three allele model. Our results show an additional intermediate peak that occurs in the heterozygosity class 0.25 < 0.30. This peak is very small but consistent for all values of average heterozygosity in the range of $H = 0.01 < 0.25$. The large number of samples used in our computation makes us confident of the reality of this peak, although it is not dis-
cernible when the average heterozygosity is 0.3. Our finding is in agreement with Stewart's speculation concerning the existence of peaks in the probability density function of heterozygosity.

We have not examined the distribution of single locus heterozygosities with the stepwise mutation model. Some studies on this distribution have been made by Chakraborty (1977) by means of Monte Carlo simulation. His results indicate that the distribution of heterozygosity is similar to that of the infinite allele model when $H$ is equal to or less than 0.3. Li (1976) has shown that when there are nonstepwise changes in electrophoretic mobility, population parameters such as average heterozygosity rapidly approach the values for the infinite allele model as the proportion of nonstepwise changes increases.

In the light of the available data we believe that the distributions for the infinite allele model presented here can be used for testing the mutation-drift hypothesis. The effect of interlocus variation in mutation rate has not been explored theoretically, since the data currently available can be explained by the mutation-drift hypothesis without considering the variation in mutation rate, as will be seen below.

**Results:** The observed frequency distribution of single locus heterozygosity was constructed for all species. When there were several populations surveyed in the same species, each population was treated separately and an average distribution for the species was obtained. To test the goodness-of-fit of the observed distribution to the theoretical, we employed the Kolmogorov-Smirnov test. As mentioned earlier, we generated the theoretical distributions of heterozygosity for

<table>
<thead>
<tr>
<th>$h$</th>
<th>$H$</th>
<th>0.01</th>
<th>0.05</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 ≤ 0.05</td>
<td>.9621</td>
<td>.8284</td>
<td>.6667</td>
<td>.4063</td>
<td>.2121</td>
<td></td>
</tr>
<tr>
<td>0.05 &lt; $h$ ≤ 0.10</td>
<td>.0081</td>
<td>.0362</td>
<td>.0635</td>
<td>.0866</td>
<td>.0840</td>
<td></td>
</tr>
<tr>
<td>0.10 &lt; $h$ ≤ 0.15</td>
<td>.0047</td>
<td>.0202</td>
<td>.0364</td>
<td>.0548</td>
<td>.0580</td>
<td></td>
</tr>
<tr>
<td>0.15 &lt; $h$ ≤ 0.20</td>
<td>.0040</td>
<td>.0148</td>
<td>.0276</td>
<td>.0502</td>
<td>.0514</td>
<td></td>
</tr>
<tr>
<td>0.20 &lt; $h$ ≤ 0.25</td>
<td>.0029</td>
<td>.0115</td>
<td>.0241</td>
<td>.0397</td>
<td>.0490</td>
<td></td>
</tr>
<tr>
<td>0.25 &lt; $h$ ≤ 0.30</td>
<td>.0034</td>
<td>.0135</td>
<td>.0255</td>
<td>.0433</td>
<td>.0511</td>
<td></td>
</tr>
<tr>
<td>0.30 &lt; $h$ ≤ 0.35</td>
<td>.0020</td>
<td>.0122</td>
<td>.0227</td>
<td>.0404</td>
<td>.0514</td>
<td></td>
</tr>
<tr>
<td>0.35 &lt; $h$ ≤ 0.40</td>
<td>.0039</td>
<td>.0122</td>
<td>.0250</td>
<td>.0447</td>
<td>.0548</td>
<td></td>
</tr>
<tr>
<td>0.40 &lt; $h$ ≤ 0.45</td>
<td>.0029</td>
<td>.0164</td>
<td>.0297</td>
<td>.0489</td>
<td>.0625</td>
<td></td>
</tr>
<tr>
<td>0.45 &lt; $h$ ≤ 0.50</td>
<td>.0053</td>
<td>.0272</td>
<td>.0494</td>
<td>.0786</td>
<td>.0926</td>
<td></td>
</tr>
<tr>
<td>0.50 &lt; $h$ ≤ 0.55</td>
<td>.0004</td>
<td>.0034</td>
<td>.0137</td>
<td>.0415</td>
<td>.0761</td>
<td></td>
</tr>
<tr>
<td>0.55 &lt; $h$ ≤ 0.60</td>
<td>.0001</td>
<td>.0019</td>
<td>.0073</td>
<td>.0258</td>
<td>.0550</td>
<td></td>
</tr>
<tr>
<td>0.60 &lt; $h$ ≤ 0.65</td>
<td>.0014</td>
<td>.0054</td>
<td>.0215</td>
<td>.0476</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.65 &lt; $h$ ≤ 0.70</td>
<td>.0006</td>
<td>.0024</td>
<td>.0131</td>
<td>.0342</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.70 &lt; $h$ ≤ 0.75</td>
<td>.0001</td>
<td>.0006</td>
<td>.0039</td>
<td>.0155</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.75 &lt; $h$ ≤ 0.80</td>
<td></td>
<td></td>
<td>.0001</td>
<td>.0007</td>
<td>.0041</td>
<td></td>
</tr>
<tr>
<td>0.80 &lt; $h$ ≤ 0.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.0004</td>
<td></td>
</tr>
</tbody>
</table>

These distributions were obtained by evaluating the heterozygosities for 50,000 random loci for each value of $H$ using Stewart's method (Appendix). See the text for details.
seven values of $H$. The goodness-of-fit of the theory to data was tested only for species whose average heterozygosity was in the range of $\pm 0.01$ about one of these seven values of $H$. There were 68 such species or subspecies.

The results of the Kolmogorov-Smirnov test of the difference between the theoretical and observed distributions are given in Tables 2 and 3. The number

<table>
<thead>
<tr>
<th>TABLE 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Means ($\hat{H}$) and variances ($\hat{V}(h)$) of heterozygosity, and tests of the agreement between the theoretical and observed distributions of heterozygosity in terms of the Kolmogorov-Smirnov statistic (D)—vertebrate species</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Species</th>
<th>Populations</th>
<th>Loci</th>
<th>$\hat{H}$</th>
<th>$\hat{V}(h)$</th>
<th>D</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAMMALS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Macaca fuscata</td>
<td>15</td>
<td>21</td>
<td>.016</td>
<td>.004</td>
<td>.045</td>
<td>NOLAWA et al. (1975)</td>
</tr>
<tr>
<td>M. cyclops</td>
<td>1</td>
<td>29</td>
<td>.041</td>
<td>.007</td>
<td>.061</td>
<td>NOLAWA et al. (unpublished)</td>
</tr>
<tr>
<td>Peromyscus polionotus</td>
<td>10</td>
<td>32</td>
<td>.054</td>
<td>.016</td>
<td>.019</td>
<td>SELANDER et al. (1971)</td>
</tr>
<tr>
<td>P. floridanus</td>
<td>3</td>
<td>38</td>
<td>.055</td>
<td>.017</td>
<td>.023</td>
<td>SMITH et al. (1973)</td>
</tr>
<tr>
<td>P. boylii</td>
<td>5</td>
<td>21</td>
<td>.021</td>
<td>.006</td>
<td>.048</td>
<td>AVISE et al. (1974a)</td>
</tr>
<tr>
<td>P. eremicus (Eastern race)</td>
<td>7</td>
<td>24</td>
<td>.058</td>
<td>.017</td>
<td>.061</td>
<td>AVISE et al. (1974b)</td>
</tr>
<tr>
<td>P. eremicus (Western race)</td>
<td>4</td>
<td>24</td>
<td>.009</td>
<td>.001</td>
<td>.014</td>
<td>AVISE et al. (1974b)</td>
</tr>
<tr>
<td>Myotis velifer</td>
<td>2</td>
<td>25</td>
<td>.152</td>
<td>.032</td>
<td>.051</td>
<td>STRANLEY et al. (1976b)</td>
</tr>
<tr>
<td>Rattus rattus</td>
<td>4</td>
<td>37</td>
<td>.044</td>
<td>.016</td>
<td>.050</td>
<td>PATTON et al. (1975)</td>
</tr>
<tr>
<td>Thunomys talpoides</td>
<td>10</td>
<td>31</td>
<td>.056</td>
<td>.017</td>
<td>.026</td>
<td>NEVO et al. (1974)</td>
</tr>
<tr>
<td>REPTILES</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anolis luciae</td>
<td>1</td>
<td>22</td>
<td>.093</td>
<td>.026</td>
<td>.097</td>
<td>YANG et al. (1974)</td>
</tr>
<tr>
<td>A. griseus</td>
<td>1</td>
<td>22</td>
<td>.020</td>
<td>.002</td>
<td>.107</td>
<td>YANG et al. (1974)</td>
</tr>
<tr>
<td>A. blanquillanus</td>
<td>1</td>
<td>22</td>
<td>.053</td>
<td>.022</td>
<td>.056</td>
<td>YANG et al. (1974)</td>
</tr>
<tr>
<td>A. roquet</td>
<td>1</td>
<td>22</td>
<td>.058</td>
<td>.022</td>
<td>.101</td>
<td>YANG et al. (1974)</td>
</tr>
<tr>
<td>A. trinitatis</td>
<td>1</td>
<td>22</td>
<td>.061</td>
<td>.014</td>
<td>.192</td>
<td>YANG et al. (1974)</td>
</tr>
<tr>
<td>A. bimaculatus</td>
<td>1</td>
<td>22</td>
<td>.053</td>
<td>.021</td>
<td>.047</td>
<td>GORMAN and KIM (1976)</td>
</tr>
<tr>
<td>A. leachi</td>
<td>1</td>
<td>22</td>
<td>.044</td>
<td>.008</td>
<td>.063</td>
<td>GORMAN and KIM (1976)</td>
</tr>
<tr>
<td>A. oculatus</td>
<td>1</td>
<td>22</td>
<td>.050</td>
<td>.012</td>
<td>.035</td>
<td>GORMAN and KIM (1976)</td>
</tr>
<tr>
<td>A. lividus</td>
<td>1</td>
<td>22</td>
<td>.053</td>
<td>.013</td>
<td>.056</td>
<td>GORMAN and KIM (1976)</td>
</tr>
<tr>
<td>A. marmoratus</td>
<td>1</td>
<td>22</td>
<td>.051</td>
<td>.003</td>
<td>.192</td>
<td>GORMAN and KIM (1976)</td>
</tr>
<tr>
<td>A. sabanus</td>
<td>1</td>
<td>22</td>
<td>.044</td>
<td>.005</td>
<td>.147</td>
<td>GORMAN and KIM (1976)</td>
</tr>
<tr>
<td>A. gingivinus</td>
<td>1</td>
<td>22</td>
<td>.100</td>
<td>.026</td>
<td>.030</td>
<td>GORMAN and KIM (1976)</td>
</tr>
<tr>
<td>A. schwartzi</td>
<td>1</td>
<td>22</td>
<td>.053</td>
<td>.011</td>
<td>.049</td>
<td>GORMAN and KIM (1976)</td>
</tr>
<tr>
<td>A. wattsi</td>
<td>1</td>
<td>22</td>
<td>.046</td>
<td>.010</td>
<td>.049</td>
<td>GORMAN and KIM (1976)</td>
</tr>
<tr>
<td>A. carolinensis</td>
<td>4</td>
<td>23</td>
<td>.051</td>
<td>.017</td>
<td>.031</td>
<td>WEBSTER et al. (1972)</td>
</tr>
<tr>
<td>A. distichus</td>
<td>1</td>
<td>23</td>
<td>.050</td>
<td>.017</td>
<td>.037</td>
<td>WEBSTER et al. (1972)</td>
</tr>
<tr>
<td>A. sagrei</td>
<td>2</td>
<td>23</td>
<td>.012</td>
<td>.001</td>
<td>.071</td>
<td>WEBSTER et al. (1972)</td>
</tr>
<tr>
<td>Cnemidophorus tigris</td>
<td>2</td>
<td>21</td>
<td>.050</td>
<td>.014</td>
<td>.051</td>
<td>PARKER and SELANDER (1976)</td>
</tr>
<tr>
<td>C. septemvittatus</td>
<td>2</td>
<td>21</td>
<td>.057</td>
<td>.018</td>
<td>.044</td>
<td>PARKER and SELANDER (1976)</td>
</tr>
<tr>
<td>C. sexlineatus</td>
<td>2</td>
<td>21</td>
<td>.045</td>
<td>.016</td>
<td>.021</td>
<td>PARKER and SELANDER (1976)</td>
</tr>
<tr>
<td>Bipes canalliculatus</td>
<td>1</td>
<td>22</td>
<td>.004</td>
<td>.0002</td>
<td>.030</td>
<td>KIM et al. (1976)</td>
</tr>
</tbody>
</table>

<p>| AMPHIBIANS | | | | | | |
| Bufo viridis | 10 | 26 | .147 | .048 | .125 | NEVO et al. (1975) |
| Plethodon cinereus | 14 | 24 | .044 | .014 | .032 | HIGHTON and WEBSTER (1976) |</p>
<table>
<thead>
<tr>
<th>Species</th>
<th>Populations</th>
<th>Loci</th>
<th>( \bar{H} )</th>
<th>( \bar{V}(\bar{h}) )</th>
<th>( D )</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Menidia menidia</em></td>
<td>5</td>
<td>24</td>
<td>0.053</td>
<td>0.015</td>
<td>0.010</td>
<td>Johnson (1975)</td>
</tr>
<tr>
<td><em>M. peninsularis</em></td>
<td>5</td>
<td>24</td>
<td>0.055</td>
<td>0.019</td>
<td>0.029</td>
<td>Johnson (1975)</td>
</tr>
<tr>
<td><em>M. beryllina</em></td>
<td>8</td>
<td>24</td>
<td>0.045</td>
<td>0.013</td>
<td>0.024</td>
<td>Johnson (1975)</td>
</tr>
<tr>
<td><em>Hesperoleucus symmetricus</em></td>
<td>1</td>
<td>24</td>
<td>0.054</td>
<td>0.015</td>
<td>0.066</td>
<td>Avisé and Ayala (1976)</td>
</tr>
<tr>
<td><em>Mylopharodon conocephalus</em></td>
<td>1</td>
<td>24</td>
<td>0.002</td>
<td>0.000</td>
<td>0.030</td>
<td>Avisé and Ayala (1976)</td>
</tr>
<tr>
<td><em>Ptychocheilus grandis</em></td>
<td>1</td>
<td>24</td>
<td>0.012</td>
<td>0.013</td>
<td>0.043</td>
<td>Avisé and Ayala (1976)</td>
</tr>
<tr>
<td><em>Orthodon microlepidotus</em></td>
<td>1</td>
<td>24</td>
<td>0.015</td>
<td>0.004</td>
<td>0.027</td>
<td>Avisé and Ayala (1976)</td>
</tr>
<tr>
<td><em>Gila bicolor</em></td>
<td>1</td>
<td>24</td>
<td>0.058</td>
<td>0.018</td>
<td>0.073</td>
<td>Avisé and Ayala (1976)</td>
</tr>
<tr>
<td><em>Trematomus bernacchii</em></td>
<td>1</td>
<td>26</td>
<td>0.040</td>
<td>0.004</td>
<td>0.098</td>
<td>Somero and Souël (1974)</td>
</tr>
<tr>
<td><em>Gillichthys mirabilis</em></td>
<td>1</td>
<td>29</td>
<td>0.054</td>
<td>0.013</td>
<td>0.049</td>
<td>Somero and Souël (1974)</td>
</tr>
<tr>
<td><em>Leuresthes tenuis</em></td>
<td>1</td>
<td>33</td>
<td>0.042</td>
<td>0.011</td>
<td>0.033</td>
<td>Somero and Souël (1974)</td>
</tr>
<tr>
<td><em>Abudefuf trocsheli</em></td>
<td>1</td>
<td>20</td>
<td>0.057</td>
<td>0.012</td>
<td>0.179</td>
<td>Somero and Souël (1974)</td>
</tr>
<tr>
<td><em>Bathygobius ramosus</em></td>
<td>1</td>
<td>26</td>
<td>0.055</td>
<td>0.010</td>
<td>0.061</td>
<td>Gorman et al. (1976)</td>
</tr>
<tr>
<td><em>Sebastes caurinus</em></td>
<td>1</td>
<td>25</td>
<td>0.018</td>
<td>0.008</td>
<td>0.031</td>
<td>Johnson et al. (1973)</td>
</tr>
<tr>
<td><em>Lepidopsetta bilineata</em></td>
<td>1</td>
<td>23</td>
<td>0.046</td>
<td>0.020</td>
<td>0.048</td>
<td>Johnson and Utter (1976)</td>
</tr>
<tr>
<td><em>Platichthys stellatus</em></td>
<td>1</td>
<td>21</td>
<td>0.047</td>
<td>0.020</td>
<td>0.044</td>
<td>Johnson and Utter (1976)</td>
</tr>
<tr>
<td><em>Cymatogaster aggregata</em></td>
<td>1</td>
<td>23</td>
<td>0.005</td>
<td>0.001</td>
<td>0.038</td>
<td>Johnson and Utter (1976)</td>
</tr>
</tbody>
</table>


of loci used for a species ranges from 20 to 42. The value of the Kolmogorov-Smirnov D statistic at the 5% significance level is 0.29 for 20 loci and 0.21 for 42. All the D values in Tables 2 and 3 are smaller than these values. Therefore, in none of the 68 species examined is the observed distribution significantly different from the expected. For some species the observed distribution was computed by pooling data from a number of populations, so that the number of observations (heterozygositie) was larger than the number of loci examined. For example, in *Peromyscus polionotus* the total number of observations (heterozygositie) was 320. All of these observations are not independent of each other, because of a high correlation in the heterozygosity value among related populations. However, a liberal test can be done by assuming independence of the observations. Even such tests indicated that the difference between the theo-
TABLE 3

Means (\(\hat{H}\)) and variances (\(\hat{V}(h)\)) of heterozygosity, and tests of the agreement between the theoretical and observed distributions of heterozygosity in terms of the Kolmogorov-Smirnov statistic (D)—invertebrate species

<table>
<thead>
<tr>
<th>Species</th>
<th>Populations</th>
<th>Loci</th>
<th>(\hat{H})</th>
<th>(\hat{V}(h))</th>
<th>D</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drosophila melanogaster</td>
<td>1</td>
<td>23</td>
<td>0.147</td>
<td>0.033</td>
<td>0.900</td>
<td>Band (1975)</td>
</tr>
<tr>
<td>D. tropicalis</td>
<td>4</td>
<td>29</td>
<td>0.142</td>
<td>0.035</td>
<td>0.052</td>
<td>Ayala et al. (1974b)</td>
</tr>
<tr>
<td>D. paulistorum (Amazonian)</td>
<td>2</td>
<td>31</td>
<td>0.195</td>
<td>0.041</td>
<td>0.035</td>
<td>Ayala et al. (1974b)</td>
</tr>
<tr>
<td>D. paulistorum (Oriocan)</td>
<td>2</td>
<td>31</td>
<td>0.201</td>
<td>0.060</td>
<td>0.054</td>
<td>Ayala et al. (1974b)</td>
</tr>
<tr>
<td>D. adiostola</td>
<td>1</td>
<td>31</td>
<td>0.142</td>
<td>0.019</td>
<td>0.186</td>
<td>Ayala (1975)</td>
</tr>
<tr>
<td>D. nigra</td>
<td>1</td>
<td>31</td>
<td>0.160</td>
<td>0.022</td>
<td>0.170</td>
<td>Ayala (1975)</td>
</tr>
<tr>
<td>D. crassifemur</td>
<td>1</td>
<td>31</td>
<td>0.204</td>
<td>0.029</td>
<td>0.124</td>
<td>Ayala (1975)</td>
</tr>
<tr>
<td>D. malerkottiana pollens</td>
<td>1</td>
<td>23</td>
<td>0.194</td>
<td>0.067</td>
<td>0.115</td>
<td>Yang et al. (1972)</td>
</tr>
<tr>
<td>D. malerkottiana merkerkolliana</td>
<td>1</td>
<td>23</td>
<td>0.154</td>
<td>0.049</td>
<td>0.127</td>
<td>Yang et al. (1972)</td>
</tr>
<tr>
<td>D. bipiecinata</td>
<td>1</td>
<td>23</td>
<td>0.199</td>
<td>0.060</td>
<td>0.151</td>
<td>Yang et al. (1972)</td>
</tr>
<tr>
<td>D. pseudoobscura bogotana</td>
<td>1</td>
<td>24</td>
<td>0.051</td>
<td>0.011</td>
<td>0.078</td>
<td>Prakash et al. (1969)</td>
</tr>
<tr>
<td>D. persimilis</td>
<td>1</td>
<td>24</td>
<td>0.092</td>
<td>0.036</td>
<td>0.125</td>
<td>Prakash (1963)</td>
</tr>
<tr>
<td>Otorrhynchus scaber</td>
<td>1</td>
<td>23</td>
<td>0.294</td>
<td>0.062</td>
<td>0.047</td>
<td>Suomalainen and Saura (1973)</td>
</tr>
</tbody>
</table>


Species with no electrophoretic variability: Lasioglomer zephyrum, Augochlora pura, and Bombus americanorum (Snyder 1974).

Theoretical and observed distributions of heterozygosity are not statistically significant in any case.

These results are somewhat inconsistent with the conclusion obtained from the study of variance of heterozygosity, since in the latter study the variance of heterozygosity was significantly different from the expected in 4 out of the 96 vertebrate species or subspecies and 5 out of the 39 invertebrate species or subspecies examined. This discrepancy is most likely due to the fact that the Kolmogorov-Smirnov test is not generally very powerful, although it is known to be more powerful than alternative parametric tests when the number of observations is small. It is noted, however, that the D statistic for the deviant species tends to be larger than for the other species listed in Tables 2 and 3. (The Kolmogorov-Smirnov test was not conducted for G. metzi, D. mimica, and D. engyochracea.)

Let us now examine the distributions of heterozygosity for the deviant species,
excluding \textit{G. metzi}, \textit{D. mimica}, and \textit{D. engyochracea} for which the theoretical distributions are not available. The observed distributions are given in Figures 3 to 5 together with the theoretical distributions. The three vertebrate species (\textit{A. marmoratus}, \textit{A. sabanus}, and \textit{T. bernacchii}), with average heterozygosities between 0.04 and 0.05, show virtually the same pattern of distribution (Figure 3). Compared with the theoretical distribution, the observed distributions have a lower frequency for the heterozygosity class 0, and loci showing a heterozygosity near 0.5 are virtually absent. Compensating for these deficiencies are increased frequencies of mildly heterozygous classes of loci. A similar pattern is observed with the two species of Drosophila (\textit{D. adiostola} and \textit{D. nigra}, average heterozygosity between 0.14 and 0.16), in which the observed variance was smaller than the expected (Figure 4). In this case, however, the deficiency of the class of heterozygosity near 0.5 is not so great. In contrast, in \textit{Drosophila malerkotliana pallens}, where the observed variance was significantly larger than the expected, the frequencies of heterozygosity classes 0 and above 0.5 are slightly higher than expected (Figure 5). In this species, however, gene frequencies were computed by pooling four island populations in Southeast Asia (Luzon, Mindanao, Palawan, and Borneo; Yang, Wheeler and Bock 1972), so that the large variance for this species may be due to genetic heterogeneity of the populations studied.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Frequency distributions of single locus heterozygosity for three vertebrate species in which the observed interlocus variance of heterozygosity was significantly lower than the theoretical value. The theoretical distribution corresponds to that given in Table 1 for $\hat{H} = 0.05$.}
\end{figure}
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Figure 4.—Frequency distributions of single locus heterozygosity for two Hawaiian Drosophila species in which the observed interlocus variance of heterozygosity was significantly lower than the theoretical value. The theoretical distribution was obtained as described in the text for $\hat{H} = 0.15$.

As mentioned earlier, our analyses involved comparisons of data with theoretical expectations for three equilibrium models. Nonequilibrium situations may lead to some changes in the relationship between $H$ and $V(h)$, although we expect that the changes are relatively minor. It is interesting that all of the seven terrestrial species in which the observed relationship deviated significantly

Figure 5.—Frequency distribution of single locus heterozygosity for Drosophila malerkotliana pallens in which the observed interlocus variance of heterozygosity was significantly greater than the theoretical value. The theoretical distribution corresponds to that given in Table 1 for $\hat{H} = 0.20$. 
from the theoretical values exist on islands. It is possible that the observed deviations are in part due to nonequilibrium conditions.

At any rate, there are altogether 9 cases in which the observed variance of heterozygosity was significantly different from the expected value under the infinite allele model with constant mutation rate at the 5% level. Since the total number of species or subspecies examined is 135, the proportion of deviant cases is only slightly higher than that expected by chance alone. Therefore, we may conclude that the distribution of heterozygosity generally agrees with the theoretical distribution expected under the mutation-drift hypothesis.

**Variance of heterozygosity among species**

If the variation of single locus heterozygosity is caused mainly by random genetic drift, we would expect that the heterozygosity at a given locus will vary from species to species if there is no historical correlation in heterozygosity among species. At a locus the mutation rate should be more or less the same for related species, but the effective population size may vary with species. Therefore, if the mutation-drift hypothesis is correct, we would expect that the variance of heterozygosity among species is equal to or larger than the theoretical value given by formula (2).

It should be noted, however, that if the time after divergence of species is short, the heterozygosities in related species will be correlated, and consequently the variance among species will be reduced. If the effective population size \( N_e \) is the same for two species, the rate of decay of the correlation of heterozygosity per generation is \( 2\nu + 1/(2N_e) \), unless the initial heterozygosity is equal to the equilibrium value (Li and Nei 1975). In the latter case it is \( 4\nu + 1/(N_e) \). In Drosophila species with the average heterozygosity of about 0.16, the mutation-drift hypothesis predicts that \( \nu = 10^{-8} \) and \( N_e = 4 \times 10^8 \) approximately for electrophoretic alleles (Nei and Li 1975). Therefore, it might take about \( 4N_e = 1.6 \times 10^9 \) generations or \( 1.6 \times 10^8 \) years for the correlation to disappear in Drosophila. In practice, we do not know divergence time for most of the species in which the heterozygosities for homologous loci were studied. It is likely, however, that the correlation has not disappeared completely at least for a sizable number of species used in our study.

Keeping in mind this difficulty, we have computed the interspecific variance of heterozygosity for homologous loci in order to see whether the data are consistent with the mutation-drift hypothesis. We have gathered those data for which homologous genetic loci were studied for 7 or more species.

For the vertebrates, data were available for a total of 125 loci from various groups of mammals, fish, or reptiles. In mammals we were able to study 13 loci in 8 species of *Peromyscus* (Avise et al. 1974b), 14 loci in 10 species of *Dipodomys* (Johnson and Selander 1971) and 17 loci in 7 species of *Macaca* (K. Nozawa, unpublished). In fish 17 loci were studied in 9 species in the cyprinid subfamily *Leuciscinae* (Avise and Ayala 1976), 10 loci in 10 species of *Leptomis* (Avise and Smith 1974) and 5 loci in 8 species of salmon and trout (Utter, Allendorf and Hodgins 1973). Reptiles are represented solely by *Anolis* liz-
ards. This data includes 16 loci in 9 species of the roquet species group (Yang, Soulé and Gorman 1974), 18 loci in 13 species of the bimaculatus species group (Gorman and Kim 1976) and 15 loci in 15 species of the cristatellus group (G. C. Gorman, unpublished). In the invertebrates information on 47 loci, all from Drosophila, was available for study. These included 26 loci for 12 species of the Drosophila willistoni group and the Hawaiian Drosophila (Ayala et al. 1974a; Ayala 1975), 13 loci for 14 species of the Drosophila repleta group (R. H. Richardson, unpublished), 3 loci for 12 species of Drosophilids (Sabath 1975), and 5 loci for 28 Hawaiian Drosophila (Rockwood et al. 1971). In all of these studies the homology of the loci were inferred by the authors. Some species are included despite small sample size (16 genes) at a locus in order to increase the number of species examined for a locus.

In vertebrates the observed variance agrees with the expected value in a majority of the loci examined (Figure 6). Thirty loci with average heterozygosity below 0.02 are not shown in Figure 6. All of these loci had variances below the theoretical curve for the infinite allele model. Note that in this analysis the effect of sampling error is larger than that in Figures 1 and 2, since the variance was computed from a smaller number of observations (species). When the average heterozygosity is small, the sampling error occurs more often in the downward direction than in the upward direction, as noted earlier. For the Anolis

![Figure 6](image)

**Figure 6.** Relationships between the means and variances of heterozygosity for homologous loci among different species of vertebrates.

- : theoretical relationship for the infinite allele model.
- : theoretical relationship for the stepwise mutation model.
- mammals; - lizards; - fishes.
lizards there is a general tendency for the variance to be lower than the expected. This lowering of observed variance could be due to some sort of selective force, but it can also be explained by the historical correlation of heterozygosity, since the genetic distances among the species used are not always large (Gorman and Kim 1976).

The Drosophila data used for this test can be divided into three groups, *i.e.*, Ayala's data, Richardson's data, and the other miscellaneous data. They are represented by different symbols in Figure 7. It is clear that Richardson's data and the miscellaneous data agree with the predictions from the mutation-drift hypothesis. There is some tendency for the variance to be higher than the expected. However, if the effective population size varies from species to species, this is exactly what is expected. Ayala's data deviate considerably from the other data. In 25 out of the 26 loci examined the variance is smaller than that expected under the stepwise mutation model. It is not likely that the main cause for this low variance is the historical correlation of heterozygosity, since the genetic distance among the species used is not small (Ayala et al. 1974b; Ayala 1975). We are thus led to conclude that Ayala's data are not consistent with the mutation-drift hypothesis. The possible factors responsible for this low variance will be discussed later.

*Average heterozygosity and proportion of polymorphic loci*

We shall finally examine the relationship between average heterozygosity and the proportion of polymorphic loci. A locus is called polymorphic if the fre-

---

**Figure 7.**—Relationships between the means and variances of heterozygosity for homologous loci among different species of Drosophila.

- : theoretical relationship for the infinite allele model.
- : theoretical relationship for the stepwise mutation model. • data from the *Drosophila willistoni* group and Hawaiian Drosophila compiled by F. J. Ayala; ▲ data from the *Drosophila repleta* group compiled by R. H. Richardson; ■ data from miscellaneous Drosophilid groups as described in the text.
frequency of the most common allele is equal to or less than $1 - q$, where $q$ is a small quantity. The most commonly used value of $q$ is 0.01. For the infinite allele model, Kimura (1971) showed that the proportion of polymorphic loci ($P$) is related to the average heterozygosity ($H$) by

$$
P = 1 - q^{H/(1-H)}.
$$

(3)

Analogous formulae have been obtained for the stepwise mutation model (Kimura and Ohta 1975) and the varying mutation model (Nei, Chakraborty and Fuurst 1976a). The theoretical relationships for the three models for $q = 0.05$ and 0.01 are presented in Figures 8 and 9, respectively.

The empirical relationship between $H$ and $P$ has been previously examined by Kimura and Ohta (1971) and Selander (1976) for limited numbers of species. Their results show that the empirical relationship is not far from the theoretical one.

By using the criterion of $q = 0.05$, we examined the relationship between $H$ and $P$ for all the species and subspecies used in our earlier analyses. The results obtained are presented in Figure 8. The 95% significance limits given in this

**Figure 8.**—Relationships between average heterozygosities and the proportions of polymorphic loci when the criterion of $q = 0.05$ was used.

- : theoretical relationship for the infinite allele model.

- : theoretical relationship for the infinite allele model with varying mutation rate (coefficient of variation of mutation rate = 1.0). The 95% significance intervals for the proportion of polymorphic loci (0.2, 0.4, 0.6, 0.8) for the infinite allele model were obtained by using the binomial sampling theory with sample size of 20 loci. ● vertebrate species; ▲ invertebrate species.
Figure 9.—Relationships between average heterozygosities and the proportions of polymorphic loci when the criterion of $q = 0.01$ was used.

- : theoretical relationship for the infinite allele model.
- : theoretical relationship for the stepwise mutation model.
- : theoretical relationship for the infinite allele model with varying mutation rate (coefficient of variation of mutation rate $= 1.0$). The 95% significance intervals for the proportion of polymorphic loci ($0.2, 0.4, 0.6, 0.8$) for the infinite allele model were obtained by using the binomial sampling theory with sample size of 20 loci. ● vertebrate species; ▲ invertebrate species.

Figure were obtained by the theory of binomial sampling of sample size 20 (20 loci). It is clear that the agreement between the theoretical and empirical relationships is excellent. It should be noted that the results for 33 vertebrate species with average heterozygosities between 0.03 and 0.08 are not shown in Figure 8 because of the high density of points surrounding the curves in this region. However, all of the species excluded had a $H - P$ relationship close to the theoretical one.

The relationship between $H$ and $P$ was also examined by using the criterion of $q = 0.01$. In this case only 34 vertebrate and 22 invertebrate species were used, since this criterion requires a sample size of at least 100 genomes. The results obtained are again consistent with the mutation-drift hypothesis, as will be seen from Figure 9.

Discussion

We have seen that the interlocus variation of heterozygosity for protein loci agrees well with the value expected under the mutation-drift hypothesis. As men-
tioned earlier, however, agreement alone is not proof of this hypothesis. Let us now consider whether our observation can be explained by some other hypotheses or not. We shall discuss only those hypotheses which are directly related to the results obtained in the present paper.

The first hypothesis that may be invoked to explain our results is that each locus has an optimum level of heterozygosity determined by its metabolic function and the substrate availability for the enzyme encoded (KOJIMA, GILLESPIE and TOBARI 1970; GILLESPIE and LANGLEY 1974). In this hypothesis heterozygosity varies from locus to locus, but it is in principle independent of population size and mutation rate. In this hypothesis, the agreement of the observed variance with the expected variance of the mutation-drift hypothesis must be accidental. In practice, however, the agreement occurred in most of the 135 species and subspecies examined. Since the probability of the agreement occurring in so many species by chance alone is extremely small, this hypothesis is not adequate for explaining our observation. Furthermore, this hypothesis has another difficulty. Namely, according to this hypothesis, the heterozygosity for a given locus should not vary extensively among related species. In contrast, however, we have seen that the interspecific variance for a given average heterozygosity is almost as large as the interlocus variance, except in Ayala's Drosophila data.

The second possible explanation is Ohta's (1974) (see also LATTER 1975) hypothesis of slightly deleterious genes. In this hypothesis the level of heterozygosity for a locus is determined by the population size and the rate of mutations to allelic states at which gene function is only slightly impaired. In large populations such as in Drosophila, the average heterozygosity per locus is supposed to be determined mainly by the mutation-selection balance, and the interlocus variation of heterozygosity is a reflection of the differences in the number of subnormal allelic states among loci. In large populations, therefore, the variance of heterozygosity would not agree with that of the mutation-drift hypothesis except by chance. In practice, however, the agreement between the theoretical and observed variances is good in many "large population" species (with average heterozygosities of $0.1 \sim 0.3$), so that it is difficult to explain it by chance alone.

Of course, in a relatively small population with an $N_e s$ of about 1 or less, where $s$ is the selection coefficient against the mutant genes, the relationship between the mean and variance of heterozygosity would not differ appreciably from that of the mutation-drift hypothesis. Using a model of centripetal selection, which is similar to Ohta's hypothesis of slightly deleterious mutations, LATTER (1972) studied the distribution of heterozygosity in finite populations by means of Monte Carlo simulation. His results indicate that slight selection against the mutant genes affects the distribution of heterozygosity for a given level of average heterozygosity only to a small extent in a relatively small population. It is important, however, to realize that the large variation of heterozygosity observed in this simulation has been generated mainly by random genetic drift. When $N_e s$ is relatively small, the population dynamics of slightly deleterious genes is essentially the same as that of neutral genes.
Nevertheless, our observation that the interspecific variance of heterozygosity for a given protein is often smaller than the value expected under the mutation-drift hypothesis may be an indication of the prevalence of slightly deleterious genes at least in some species. This is because in Ohta’s hypothesis we would expect that as long as there is mutation-selection balance, the heterozygosity is more or less the same for all species. This explanation, however, is not flawless, since the alleles or electromorphs (King and Ohta 1975) and their frequencies at a locus generally vary from species to species. Gene substitution seems to have occurred almost continuously in the evolutionary process. This problem will be discussed in detail in the following paper.

Recently, using a deterministic model of stepwise mutation with genic selection, Moran (1976) has shown that, for a special set of mutation rates and selection coefficients, a locus under the mutation-selection balance can have the same heterozygosity value as the expected heterozygosity under the mutation-drift balance. In his model, however, the heterozygosity is uniquely determined and therefore has no variance. Furthermore, gene substitution is not expected to occur unless the pattern of selection changes. These theoretical predictions are quite contrary to our findings in this and following papers.

It is clear that the overdominance hypothesis has a difficulty similar to that of Ohta’s hypothesis in explaining our data. (Of course, when \( N(s_1 + s_2) \) is about 1 or less, in which \( s_1 \) and \( s_2 \) are the selection coefficients for homozygotes, it would again be difficult to distinguish between neutral and overdominant genes by our method; see Watterson 1977.) In addition to this, the average heterozygosity per locus seems to be too low in many species for the overdominance hypothesis to be of general importance (Nei 1975, p. 167). Similar comments apply to other types of balancing selection.

One might wonder if our results are explainable by a mixture of various types of deterministic selections. The answer is “probably yes,” though it would require an elaborate combination of different types of genes. In the absence of the theoretical variance of heterozygosity for other types of genes, however, it is difficult to study this problem quantitatively. Nevertheless, it seems clear that whatever the selective mechanism is, the data cannot be explained without considering the effect of random genetic drift.

While the majority of the data used here were consistent with the predictions from the mutation-drift hypothesis, Ayala’s data on the interspecific variance of heterozygosity for specific loci showed a significant deviation. This poses a problem for the mutation-drift hypothesis. The only way to accommodate this observation with the mutation-drift hypothesis seems to be to assume that the current identification of homologous loci and homologous electromorphs among different species are not perfect (Blake and Osoro 1975) and that this imperfect identification introduces a distortion in the relationship between the mean and variance of heterozygosity. The degree of distortion may be protein-dependent, but we note that Richardson’s data, which are consistent with the mutation-drift hypothesis, were obtained from the same set of proteins studied by Ayala. At any rate, it is not easy to explain the deviation in this set of data at the present time. Appar-
ently, more data must be collected to study this problem before any definite conclusion is drawn.

As mentioned in the introductory part, a number of papers have been published about the statistical analyses of protein polymorphisms. In most of these studies data were taken from a small group of organisms. Our study attempts to use the largest set of data possible in order to find general statistical properties. In this paper we have not discussed all aspects of the data related to the mutation-drift hypothesis. However, concerning the results from statistical studies on heterozygosity within species, the conclusion is clear: The majority of protein polymorphisms can be explained by the mutation-drift hypothesis. We are aware that with respect to some other aspects there are a number of observations which are hard to explain by this hypothesis. A general discussion on the maintenance of protein polymorphism will be made in a later paper.

We wish to extend our grateful appreciation to the many investigators who provided us with unpublished gene frequency data. Special thanks go to Drs. R. H. Richardson, G. C. Gorman and K. Nozawa for their unpublished data which enabled us to examine the interspecific variance of heterozygosity. Other investigators who generously provided gene frequency data supplementing previously published reports include Drs. J. C. Avisé, M. C. Baker, A. G. Johnson, E. D. Parker, M. H. Smith, G. N. Somero, and W. W. M. Steiner. Without their kind cooperation the present work would not have been completed. We are also grateful for Dr. Wen-Hsiung Li for his comments on the first draft.
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APPENDIX

COMPUTER ALGORITHM FOR OBTAINING A RANDOM SET OF ALLELE FREQUENCIES FOR A LOCUS IN AN EQUILIBRIUM POPULATION

FRANK M. STEWART

Department of Mathematics, Brown University, Providence, Rhode Island

In a finite population the number of alleles and their frequencies may vary from locus to locus owing to random genetic drift. Using the infinite allele model, EWENS (Theoret. Pop. Biol. 3: 87, 1972), has shown that the probability of finding k alleles, A₁, A₂, ..., Aₖ, in a sample of n genes at a locus is

\[ Q(k) = \frac{\Gamma(M)M^k n!}{(\Gamma(n + M)k!)} , \]  

(A1)

where \( M = 4N_v \nu \), in which \( N_v \) and \( \nu \) are the effective population size and mutation rate, respectively, and

\[ B(k, n) = \sum_{n_1, \ldots, n_k} (n_1 n_2 \ldots n_k)^{-1} \]

where the summation is taken over all possible permutations of \( n_1, n_2, \ldots, n_k \) with the restriction of \( n_i ≥ 1 \) and \( \sum_i n_i = n \). EWENS' original formula is expressed in terms of the Stirling number of the first kind \( \text{S}^{(1)}_{n,k} \) rather than \( B(k, n) \). These two quantities are related by

\[ B(k, n) = (-1)^{n-k} \frac{k!}{n!} \text{S}^{(1)}_{n,k} . \]

He has also shown that the conditional probability, given \( n \) and \( k \), that there are \( n_1 \) genes of \( A_1 \), \( n_2 \) genes of \( A_2 \), etc., is given by

\[ P(n_1, \ldots, n_k) = \left[ B(k, n) n_1 n_2 \ldots n_k \right]^{-1} . \]  

(A2)

Our strategy of obtaining a random set of allele frequencies (numbers) for a locus is first to determine the number of alleles \( k \) in a sample at random and then choose a random set of \( n_1, n_2, \ldots, n_k \) for a given value of \( k \). The first process is accomplished by generating a random number of uniform distribution on \([0,1]\) and comparing it with the cumulative probabilities of (A1). The same principle is used in determining \( n_1, n_2 \), etc., but the actual computation is greatly simplified if we note the following properties of (A2). Namely, for a given value of \( k \),

\[ P(n_1) = \sum_{n_2, \ldots, n_k} \left[ B(k, n) n_1 n_2 \ldots n_k \right]^{-1} \]

\[ = \left[ B(k, n) n_1 \right]^{-1} \sum_{n_2, \ldots, n_k} \left[ n_2 n_3 \ldots n_k \right]^{-1} \]

\[ = \frac{B(k - 1, n - n_1)}{B(k, n) n_1} . \]  

(A3)

Similarly,

\[ P(n_1, n_2) = \frac{B(k - 2, n_1, n_2)}{B(k, n_1, n_2)} . \]
In general, for \( l \leq k \),

\[
P(n_1, \ldots, n_l) = \frac{B(k-l,n-n_2 \ldots - n_l)}{B(k,n)n_1 \ldots n_l}.
\]

(A4)

Furthermore,

\[
P(n_i|n_1, \ldots, n_{i-1}) = \frac{B(k-l,n-n_1 \ldots - n_i)}{B(k-l+1,n-n_1 \ldots - n_{i-1})n_i}.
\]

(A5)

Therefore, the value of \( n_i \) for a given sample can be determined by generating a random number on \([0,1]\) and comparing it with the cumulative probabilities of (A3). Namely, if \( A \) is the random number generated, successive sums, \( P(1), P(1)+P(2), \ldots \) are computed until \( P(1)+P(2)+\ldots+P(n_i) \) becomes equal to or exceeds \( A \). The last value of \( n_i \) is the value to be chosen. Once \( n_1 \) is chosen, \( n_2, n_3, \) etc. are determined by the same procedure but now using (A5).

For computing probabilities (A3) and (A5), we have to know the value of \( B(i,j) \) for \( i = 1 \) to \( k \) and \( j = 1 \) to \( n \). To compute \( B(i,j) \), we use the recursion formula

\[
B(i,j+1) = [iB(i-1,j) + jB(i,j)]/(j+1),
\]

which can be obtained from the corresponding formula for the Stirling number of the first kind:

\[
S_{j+1}^{(i)} = S_j^{(i-1)} - jS_j^{(i)}.
\]

A computer program for the above computation has been written by F. M. Stewart and Y. Tateno. It is available by writing to M. Ner.